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Abstract: The application which deals with the uncertain or vague information, the rough set theory is a useful and 

major method in the decision making. Rough set theory provides a feasible approach for decision rule extraction. This 

paper discusses the basic concepts of rough set theory as data representation, lower approximation, and upper 

approximation, attribute selection and rule formation. We have also discussed some application areas of rough set 

theory in the field of data mining and sensor networks. 
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I. INTRODUCTION 

 

The rough set theory is a mathematical approach proposed 

by Pawlak in 1982 to address the decision-making problem 

where the information is not represented in exact values. 

The rough set theory finds its application in various 

problems such as image processing, data mining, medical 

informatics, pattern recognition, extracting interesting 
patterns in databases, in conjunction with other uncertain 

reasoning methods such as fuzzy logic, neural network and 

genetic algorithm. The aim of this paper is to provide the 

basic concepts related to the rough set theory and 

description of its applications in various fields. 

The organization of the paper is as follows: basic concepts 

of rough set theory in section 2, applications of rough set 

theory in section 3, and section 4 concludes the paper. 

 

II. ROUGH SET THEORY  

 
Rough set theory is defined as an extension of set theory 

and is based on approximations. It is useful in the 

applications where the objects are represented using the 

attribute value pairs. The assumptions in rough set theory 

are as follows:  

 Objects are represented as the pair of attribute 

and its values.  

 Objects with the same attribute value pairs are 

indiscernible. 

Basic concepts 

The basic concepts related to the rough set theory are as 

follows:  
 

a. Approximation space 

An approximation space is defined as a pair U= (A, X) 

where A is a nonempty finite set of  

 

 

elements called as universe and X is an equivalence 

relation defined in A. 

 

b. Information system 

An information system is a pair S = (A, B), where 

A is a nonempty finite set of elements called as universe 
and B is a nonempty finite set of properties, i.e., a: AVb 

for Bb , where Vb is the domain of B. 

 

c. Decision/Data table 

A decision table is represented as }{,( dFBAD  , 

where attributes in F are called condition attributes and d 

is a designated attribute called the decision attribute. 

 

d. Approximation of sets 

Let U = (A, P) be an approximation space and P be asubset 

of A. 
 

 The lower approximation of P by X in S is 

defined as: 

}][{ PeUeXP 


 

 The upper approximation of X by R in S is 

defined as: 

}][{)( 


PeUeXP  

where[e] represents the equivalence class containing e and 

[e] is called elementary set. 

 A subset P of U is said to be P-definable in Uif 

XPXP



  

 

 The boundary set )(SBP  is defined as: 
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XPXP





. 

 A set P is rough in U if its boundary set is 

nonempty. 
 

e. Accuracy of Approximation 

The accuracy of the approximation is defined as the ratio 

of lower and upper approximation of the rough set as: 

)(

)(

)(

XP

XP

X
B

a



  

Where U= (A, X), AX and  XB  

X represents the cardinality of X. 

 

If ,1)( XB then X is crisp with respect to B. 

If ,1)( XB then X is rough with respect to B. 

 
f. Dependency of attributes 

Considering M and N are two subsets of P then N depends 

on M to degree )10(  kk is represented as NkM  if  

U

N
M

POS
NMk

NUX U

XM

NMk

)(

),(

/

)(

),(













 

 

Where )()(
/

XMUNPOS
NUX

M


 is called the M-positive 

region of N. 

 

If k= 1, then N depends totally on M. 

If k<1, N depends partially (in degree k) on M. 

 

g. Dispensable and Indispensable Attributes 

Let ),( NMAUS  be a decision table. Let m be an 

attribute in M then attribute m is dispensable in M if 

)()()( NmMPOSNMPOS  otherwise m is 

indispensable. 
 

A table is said to be independent if all the attributes in the 

decision table are indispensable. 

 

h. Reduct and Core 

Let ),( NMAUS  be a decision table. A subset Y of 

M is Core of M if )()( NMPOSNXPOS  and the subset 

),(' NXUS  is independent if all the attributes in X are 

indispensable in S’. 

 

Core of M is the set of attributes shared by all reducts of 

M. 

)()( MREDMCORE  whereRED(M) is the set of all 

reducts of M. 

 

i. Rough membership function 

Let S= (U, A), UX and  AB then the rough 

membership function B
X for X is a mapping from U to 

[0, 1] as: 

]1,0[: UB
X  

 

For all e in U, the degree of X belongs to X in view of the 

set of attributes B is defined as: 

)(/)()( eBXeBeB
X   

 
Where B(e) denotes the block containing e. 

 

j. Properties of rough membership function 

The rough set membership function has several properties 

as follows: 

UeeeeP

UeeeeP

UeeeP

(X)BNeeP

XBUeeP

XBeeP

B
Y

B
X

B
YX

B
Y

B
X

B
YX

B
X

B
XU

B
B
X

B
X

B
X

in  any for    ))(),(min()(:6

in  any for    ))(),(max()(:5

in  any for        )(1)(:4

in   if  1)(0:3

)(in   if 0)(:2

)(in   if  1)(:1

*

*































 

 

Where )(* XB is the lower approximation of X in B and 

)(* XB is the upper approximation of X in B. 

 
k. Rule extraction 

The rough set based algorithms can be classified into three 

types on the basis of decision rules obtained as: 

1. Algorithm which generates the minimum set of rules. 

2. Algorithms which generates the exhaustive set of rules. 

3. Algorithms which generates the satisfactory set of 

rules. 

The decision rules are mainly generated for classifying the 

objects of a system into different groups and for 

performing the data extraction and knowledge discovery in 

the field of data mining. The algorithms used for learning 

the rules are shown in Table1: 
 

TABLE 1 DECISION RULE GENERATION 

MECHANISM IN ROUGH SET THEORY 
 

Algorithm Approach  

LEM2 -In this, the rules are learned from 
lower and upper approximations 
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– It works in increment/non-

increment modes. 

RLEM2 – In this learning mechanism, the 

rules are learned from the lower and 

upper approximations and using multi 

set decision tables. 

-in this, the extension of basic SQL 

operators are used. 

BLEM2 – In this approach, the rules are 

learned from the lower and upper 

approximation using the partition of a 
boundary set and the rules are 

dependent on Bayes’ theorem and 

rough sets.  

 

l. Tools based on rough set 

The various tools used for the applications of rough set 

theory are shown in Table 2. 
 

TABLE 2. TOOLS USED IN ROUGH SET THEORY 
 

Tool Usage 

ROSE/ROSE2 It is used for Rough set data 

exploration in the knowledge 

discovery process in data mining. 

4eMka It is Dominance-based Rough Set 

Approach used to perform the 
Multi-criteria based classification. 

JAMM It is relatively a  new decision 

support tool for analysis and 

is used for multi criteria based 

classification problems 

 

III. APPLICATIONS OF ROUGH SET THEORY 

 

The concept of the rough set theory can be applied in 

various fields such as: 
 

Data Mining 

Rough set theory can be applied to the field of data mining 
in different phases of knowledge discovery such as 

selection of core attribute, attribute extraction, reducing the 

datasets, generate the decision rule and pattern recognition.  
 

Medical  
A most common and critical challenge in the medical field 

is the abdominal pain in the children, which can be due to 

various reasons and it’s a challenging task to correctly 

diagnosis the reason. Rough set theory based approaches 

can help the doctors in diagnosis by discharge observation/ 

further investigation and consultation. 
 

Acoustical analysis 

A rough set theory based prototype system is used to 

determine the generalised rules that describe the 

relationship between acoustical parameters of concert halls 

and sound processing approaches. 

Power system security analysis 

In this, the rough set decision rules help the knowledge 

engineers in the extraction of the facts of a set of examples 

for power system operation problems. 

 

Spatial and meteorological pattern classification 

The hierarchical rough set based learning method can ease 

the process of sunspot classification.  
In the area of meteorology, the volumetric radar is used to 

detect the storm events which are responsible for severe 

weather conditions. 

 

Intelligent control system 

The rough set theory can be used in the intelligent control 

systems in combination with the fuzzy theory. 

Measure the quality of a single subset 

A heuristic based on the hybrid approach combining the ant 

colony system based algorithm and rough set theory is 

applied to measure the quality of a subset. 
 

Wireless sensor networks 

In the field of wireless sensor network the rough set theory 

can be used in various applications: 

1. Fault detection in nodes using the rough set and neural 

network 

2. Clustering by identifying the core attributes for the 

selection of cluster head. 

 

IV. CONCLUSION 

 

Rough set theory is a relatively new mathematical method 
to aid in the decision making processes involving 

uncertainty and imprecision. In this paper, we have 

discussed the basic concepts related to the rough set in 

terms of lower approximation, upper approximation and 

decision rule extraction. We have also discussed the 

application areas of the rough set in various fields ranging 

from knowledge discovery to communication networks. 

To develop an approach for improving the network 

efficiency by using the rough set theory concepts in the 

area of wireless networks is our future work. 
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